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Abstract

Monte carlo simulation was used to compare four methods for measuring individual change in terms of recovery of true change: two classical test (CT) methods, one CT-based item response theory (IRT) method, and an adaptive measurement of change (AMC) procedure. The conditions manipulated to evaluate the recovery of true change were (1) the Time 1 trait level, the magnitude and variability of true change at Time 2, and (3) the discrimination of the tests. Results indicated that the CTs used to measure change were heavily affected by the range of $\theta$ to which the test was targeted and by the item discrimination level of the test. Scoring of the CTs using IRT methods resulted in improved measurement of change. The AMC method provided the best measurement of change and was able to identify significant individual change with substantially reduced numbers of items.
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Educational measurement has been primarily used for purposes of admissions, placement, and evaluating instructional programs at the classroom, district, and state level. However, in a flexible learning environment in which individual differences among students are important, the measurement of individual change could be meaningful in the sense that the goal of education could be defined as each student’s change on important educational variables. That is, educational measurement would consider how much a particular student’s achievement level has been changed as the result of instructional experiences in a defined curriculum. In this case, educational measurement would be based on continuous measurement of change for a particular student and educational goals would be evaluated with reference to each student’s previous achievement level.

The measurement of individual change is also important in clinical applications. Frequently, a client of a counseling program or a patient at a clinic is measured on relevant variables to determine the type of treatment required. For example, a client might present with a high level of depression. Treatment might then be prescribed designed to lower the level of depression. To determine whether the treatment has been successful, the patient’s depression is again measured after a period of time and compared to the initial level. If there has been a significant change in the patient’s level of depression, treatment might be discontinued. If, however, the patient’s depression has not changed significantly or has increased, a different treatment might be prescribed. As in educational measurement, change might be measured at multiple occasions for a single person.

One of the traditional ways to measure individual change is simply to compute the difference between scores obtained at two points of measurement, such as in a pretest-posttest paradigm. This simple difference score is most often given by the formula (Burr & Nesselroade, 1990; McDonald, 1999)

\[ D = Y - X \] (1)

where \( D \) is the observed change or difference score,
\( Y \) is the observed score at Time 2, and
\( X \) is the observed score at Time 1.

Previous research regarding the simple difference score (SDS) for the measurement of individual change has demonstrated that it has major problems: low reliability (Allen & Yen, 1979; Embretson, 1995; Hummel-Rossi & Weinberg, 1975; Lord, 1963; Willett, 1994, 1997), negative correlation between change scores and initial status (Cronbach & Furby, 1970; Embretson, 1995; Willett, 1994, 1997), regression toward the mean (Cronbach & Furby, 1970; Hummel-Rossi & Weinberg, 1975) and dependence on potentially different scales (Embretson, 1995; Hummel-Rossi & Weinberg, 1975) at two or more points of measurement.

Several different procedures for estimating change have been suggested (Lord, 1963; Manning & DuBois, 1962; McNemar, 1958; Traub, 1967; Tucker, Damarin, & Messick, 1966), in addition to the simple difference score. The residual change score (RCS), proposed by Manning and DuBois (1962), is one of the most frequently advocated alternatives to the simple difference score (Willett, 1989, 1997). Manning and DuBois (1962) showed theoretically that the residual change score is more reliable than the simple difference score in most situations. The
residual change score \((R)\) reflects the difference between an actual and a predicted score; it is computed as

\[
R = Y - Y' = Y - \bar{Y} - b_{Y,X} (X - \bar{X})
\]

where \(Y\) is the observed score at Time 2, 
\(X\) is the observed score at Time 1, 
\(Y'\) is the predicted score from \(X\) based on the bivariate linear regression of \(Y\) on \(X\), 
\(\bar{X}\) and \(\bar{Y}\) are the means of the distributions of observed scores at Time 1 and Time 2, respectively, and 
\(b_{Y,X}\) is the slope of the linear regression line for predicting \(Y\) from \(X\).

Group level information is required to obtain the RCS. In addition, the RCS is not the actual amount of change, but indicates how much different the observed score at Time 2 is from the value that is predicted. Whereas the SCS is typically negatively correlated with the initial scores at Time 1 (Burr & Nesselroade, 1990; Lord, 1963; Hummel-Rossi & Weinberg, 1975; Willett, 1997), the RCS correlates 0.0 with the values at Time 1 since residual values are not correlated with predictor values (Hays, 1988). Therefore, the RCS is appropriate for studying the correlates of change, but not for evaluation of individual change.

Item response theory (IRT) has several advantages over classical test theory (CTT). Scoring in IRT results in scores that can be independent from a specific measuring instrument. With respect to reliability and the standard error of measurement, IRT permits evaluation of an item or a test at each level of a trait \((\theta)\). Furthermore, IRT defines the relationship between an individual’s performance on the test items and the trait measured by the test as nonlinear. Thus, IRT has the potential to reduce several of the problems inherent in conventional tests that are associated with measuring individual change.

A number of researchers have addressed the issue of measuring change using item response theory (IRT) models, including the linear logistic latent trait models (Fischer, 1976), an IRT model for growth curves (Bock, 1976), the multidimensional Rasch model for repeated testings (Andersen, 1985), and a multidimensional Rasch model for learning and change (Embretson, 1991a, 1991b). However, the model proposed by Embretson is the only IRT model that provides change parameters for measuring individual change in learning, but it is restricted to the one-parameter logistic multidimensional IRT model which requires the unrealistic assumption of equal discriminations across items. The other IRT models estimate group change (Fischer, 1976), require group level information (Bock, 1976), or are not designed to estimate the extent of individual change but to assess the relationship between the latent trait at two time points and/or changes in the latent trait across time (Andersen, 1985).

Although previous research based on CTT (Lord, 1958; Duncan, 1974) and IRT (Embretson, 1991a; 1991b) has provided adequate means of measuring change in some situations, each of the CTT and IRT approaches to date is limited. It is apparent that a different approach is required to measure individual change more accurately.

**Adaptive Measurement of Change**

Weiss and Kingsbury (1984) proposed a method they called adaptive self-referenced testing as a method for measuring individual change by taking advantage of the benefits of both IRT and...
computerized adaptive testing. This procedure is referred to here as the adaptive measurement of change (AMC). The characteristics of adaptive tests are that different items, or sets of items, are administered to different individuals depending on each individual’s status on the latent trait (Hambleton, Swaminathan, & Rogers, 1991; Weiss, 1982, 1983, 1985, 2004; Weiss & Kingsbury, 1984). Adaptive testing provides the opportunity to match an individual’s trait level with item difficulty, and the most informative test can be administered to each individual (Hambleton & Swaminathan, 1985; Weiss, 1995). Adaptive testing has been expanded over the years to incorporate IRT procedures and computer administration of the test, and is known as computerized adaptive test (CAT).

AMC uses CAT and IRT to obtain estimates of an individual’s $\theta$ level from a domain of items on occasions separated by an interval of time, and the measurement of change for a particular student is determined with reference to that student’s previous $\theta$ level. AMC incorporates the six components that define a CAT: (1) an item response model, (2) a starting trait estimate for each examinee, (3) a pre-calibrated item bank, (4) an item scoring procedure, (5) an item selection rule, and (6) a termination criterion (Weiss & Kingsbury, 1984).

In AMC, change is measured as the difference between estimated $\theta$ levels ($\hat{\theta}$) for two (or more) occasions. Significant change is said to occur, and the Time 2 test is terminated, when the IRT-based confidence intervals for two $\hat{\theta}$s do not overlap (Weiss & Kingsbury, 1984). The confidence intervals, or standard error (SE) bands, are generally calculated as:

$$
\hat{\theta} \pm 2 \text{SEM} | \hat{\theta}_j.
$$

where $\text{SEM} | \hat{\theta}_j$, the reciprocal square root of response pattern information $\left[1/\sqrt{I(\hat{\theta}_j)}\right]$, is determined from the second derivative of the log-likelihood function (Assessment Systems Corporation, 2005),

$$
\text{SEM} | \hat{\theta}_j = \sqrt{\text{Var}(\hat{\theta}_j | \theta)},
$$

where

$$
\text{Var}(\hat{\theta}_j | \theta) = \frac{1}{I(\hat{\theta}_j)}
$$

and

$$
I(\hat{\theta}_j) = \left(\frac{\partial^2 \ln L}{\partial \theta^2_j}\right),
$$

with $\theta_j$ evaluated at $\hat{\theta}_j$.

The measurement of change for an individual by AMC is determined with reference to each individual with no reference to data from other individuals. Therefore, the measurements reflect how the individual’s $\theta$ estimate at Time 2 differs from their own $\theta$ level at Time 1. However, there has been little empirical research involving AMC for measuring change at the individual level.
The objectives of this study were to compare the feasibility of AMC with CTT methods in measuring individual change, by examining the recovery of true change and by identifying particular experimental conditions under which each procedure better recovered true change.

**Method**

Monte carlo simulation was used to compare four methods for measuring individual change in terms of recovery of true change: two CT methods, one CT-based IRT approach, and AMC. The conditions manipulated to evaluate the recovery of true change were (1) the Time 1 (T1) trait level, (2) the magnitude and variability of true change at Time 2 (T2), and (3) the discrimination of the tests.

**True θ Distributions**

The T1 true θ values of 1,500 simulated examinees were generated to have a rectangular distribution with mean 0.0 and standard deviation (SD) of 1.3 and a range from –2.25 to +2.25. The true θ range at T1 was divided into three groups—low (–2.25 to –0.75), medium (–.7499 to +0.7499), and high (+0.75 to +2.25)—to evaluate the results conditional on θ.

The distribution of true θ at T2 for the 1,500 examinees was generated to reflect only positive true change. For each of the three initial θ groups, nine different true change conditions were formed: three different levels of average true change (low mean: 0.5, medium mean: 1.0, and high mean: 1.5) were crossed with three different levels of variability of true change (low SD: .01, medium SD: .05, and high SD: .10). The nine different true change conditions involving the magnitudes and variabilities of true change, were abbreviated as follows: LL (0.5, 0.01), LM (0.5, 0.05), LH (0.5, 0.10), ML (1.0, 0.01), MM (1.0, 0.05), MH (1.0, 0.10), HL (1.5, 0.01), HM (1.5, 0.05), and HH (1.5, 0.10). True θ values at T2 were obtained by adding the corresponding true change to the true θ value at T1. As a result, 27 true change conditions for T2 were formed across the entire range of initial true θ in each item discrimination condition.

**Item Banks**

Three item banks were generated to have different average item discrimination conditions using the 3-parameter logistic model

\[
P_{ij}(\theta_j) = c_i + (1 - c_i) \frac{\exp[Da_i(\theta_j - b)]}{1 + \exp[Da_i(\theta_j - b)]},
\]

where \(P_{ij}\) is the probability of a correct response to item \(i\) by simulee \(j\),

\(\theta_j\) is the trait level for simulee \(j\),

\(a_i\) is the discrimination parameter for item \(i\),

\(b_i\) is the difficulty parameter for item \(i\),

\(c_i\) is the pseudo-guessing parameter for item \(i\), and

\(D = 1.7\).

Three different average item discrimination conditions were low (LD; \(a = 0.5\)), medium (MD; \(a = 1.0\)), and high (HD; \(a = 1.5\)), respectively, with average standard deviation (SD) of 0.15 in each item bank. However, the distribution of item difficulties was peaked rectangular, indicating that a sufficient number of items would be available in the middle range for
conventional and adaptive tests from the same item bank. The distribution of item difficulties was centered at 0.00 and had 18 intervals from –4.50 to +4.50, with a range wider than the true T1 $\theta$ range [−2.25 to +2.25]. The middle six intervals, −1.5 to +1.5, contained 24 items, while the other twelve intervals (the six low and six high intervals) contained only 12 items per interval, so each item bank consisted of 288 items, peaked at the middle intervals. The pseudo-guessing parameter for all the items was fixed at .20 for all test conditions (Kingsbury & Weiss, 1983; Lord & Novick, 1968; Urry, 1977; Yen, 1986). Figure 1 shows the bank information functions for the three item banks.

**Figure 1**

Bank Information Functions for the LD, MD, and HD Item Banks
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**Conventional Tests**

The conventional tests (CTs) were constructed as parallel tests to measure individual change (Friedenberg, 1995). From each item bank, two parallel 50-item fixed-length CTs were constructed as peaked tests to measure well at a specific level of difficulty (Tinkelman, 1971; Weiss, 1985). In each of the three item banks, items for the first CT were selected at random from the middle six intervals, containing 24 items in each interval in the corresponding item bank, ranging from –1.5 to +1.5 with average item difficulty level of 0.0. Items for the parallel tests were selected at random from those items not previously selected in each item bank. Six CTs were constructed from the three different item banks.

The item responses for each of the six CTs were generated using the values of true $\theta_1$ (or $\theta_2$) and the item parameters of each set of 50 items using PARDSIM (Assessment Systems Corporation, 1997). The probability of a correct response to each item in the test for each simulee was generated in accordance with the 3-parameter logistic model. Then the model-generated probability matrix was converted to a 1-0 score data matrix by comparing cell-by-cell with a matrix of random numbers generated from a rectangular distribution.

The number correct (NC) scores and three different estimates of $\theta$—maximum likelihood (ML) estimates ($\hat{\theta}_{c1}$ and $\hat{\theta}_{c2}$ for ML), the Bayesian modal (MAP) estimates ($\hat{\theta}_{c1}$ and $\hat{\theta}_{c2}$ for
MAP) and the expected a posteriori (EAP) Bayesian estimates ($\hat{\theta}_{\text{c1}}$ and $\hat{\theta}_{\text{c2}}$ for EAP)—were obtained using SCOREALL (Assessment Systems Corporation, 1998). The NC scores were also transformed to the $\theta$ metric ($\hat{\theta}_{\text{NC1}}$ and $\hat{\theta}_{\text{NC2}}$) using the test response function (TRF) to enable a direct comparison between estimates from CTs and those from AMC.

**CATs**

The item responses of all simulees in each of the three item banks were generated using the values of true $\theta_1$ (or $\theta_2$) and item characteristics for the 288 items using PARDSIM (Assessment Systems Corporation, 1997). The procedure to generate the item responses was the same as for the CTs, only the number of items included was different (50 for the CTs and 288 for the CATs). The model-generated probability matrix was constructed and converted to a 1-0 score data matrix by comparing a matrix of rectangular random numbers. As a result, a $1,500 \times 288$ item response matrix was constructed for CAT.

The administration of CAT was performed using POSTSIM, a program for post-hoc simulation of CAT (Assessment Systems Corporation, 2005). In administering CAT, the initial $\theta$ value was the same, $\theta = 0$ for all simulees at T1. ML estimation of $\theta$ (Yoes, 1993; Zwick, Thayer, & Wingersky, 1994) was used at T1 ($\hat{\theta}_{\text{a1}}$) and T2 ($\hat{\theta}_{\text{a2}}$). However, ML estimation cannot be used for non-mixed response patterns, so a step size of $\pm 3$ was used to select the next item to obtain mixed response patterns as early in the CAT as possible. Items in the CATs were selected to provide maximum information at each $\hat{\theta}$ in the CAT (Hambleton & Swaminathan, 1985; Weiss, 1982; Weiss & Kingsbury, 1984). Finally, the CAT procedure was terminated after the administration of 50 items at both T1 and T2 to make direct comparisons by matching the number of items of CTs. The final MLE of $\theta$ obtained at T1 ($\hat{\theta}_{\text{a1}}$) was used as the T2 CAT entry level to make the CAT more efficient.

**Four Approaches to Measuring Change**

**SDS.** The SDS, defined in Equation 1, was obtained as the difference between the TRF-transformed value of NC to the $\theta$ metric at T1 and T2, such that

$$SDS = \hat{\theta}_{\text{NC2}} - \hat{\theta}_{\text{NC1}}, \quad (9)$$

where $\hat{\theta}_{\text{NC2}}$ is the transformed value of NC scores to the $\theta$ metric at T2, and $\hat{\theta}_{\text{NC1}}$ is the transformed value NC scores to the $\theta$ metric at T1.

**RCS.** The RCS was defined in Equation 2 as the difference between the observed score at T2 and the predicted value based on the bivariate linear regression of observed T2 status on observed initial status. The RCS was expressed using TRF-transformed values of NC scores to the $\theta$ metric,

$$RCS = \hat{\theta}_{\text{NC2}} - \hat{\theta}_{\text{NC2}} = \hat{\theta}_{\text{NC2}} - \overline{\hat{\theta}}_{\text{NC2}} - b_{\overline{\theta}_{\text{NC2}}\hat{\theta}_{\text{NC1}}} (\hat{\theta}_{\text{NC1}} - \overline{\hat{\theta}}_{\text{NC1}}) \quad (10)$$

where $\hat{\theta}_{\text{NC2}}$ and $\hat{\theta}_{\text{NC1}}$ are the TRF-transformed values corresponding to the NC scores ($Y$ and $X$)
at Time 2 and Time 1, respectively, and

\[ b_{\hat{\theta}_{C2} \hat{\theta}_{C1}} = r_{\hat{\theta}_{C2} \hat{\theta}_{C1}} \left( \frac{s_{\hat{\theta}_{C2}}}{s_{\hat{\theta}_{C1}}} \right) \]  

(11)

is the TRF-transformed value of \( b_{Y,X} \)

**IRT-scored difference score.** The IRT-scored difference score (IRTDS) was defined as the difference between \( \theta \) estimates (\( \hat{\theta}_{C1} \) and \( \hat{\theta}_{C2} \)) from the conventional test at T1 and T2. The estimates of the underlying trait, \( \hat{\theta}_{C1} \) and \( \hat{\theta}_{C2} \), were not the transformed value of NC, but were directly obtained from the data of the conventional tests using SCOREALL. The following IRTDS was obtained for each of three \( \theta \) estimates—ML, MAP, and EAP,

\[ \text{IRTDS} = \hat{\theta}_{C2} - \hat{\theta}_{C1}, \]  

(12)

where, \( \hat{\theta}_{C2} \) is the \( \theta \) estimate at T2 from CT,

\( \hat{\theta}_{C1} \) is the \( \theta \) at T1 from CT.

**AMC difference score.** The AMC difference score (AMCDS) was defined as

\[ \text{AMCDS} = \hat{\theta}_{A2} - \hat{\theta}_{A1}, \]  

(13)

where, \( \hat{\theta}_{A1} \) is the examinee’s \( \theta \) estimate at T1 from AMC, and

\( \hat{\theta}_{A2} \) is the AMC \( \theta \) estimate at T2.

**Evaluation of the Procedures for Measuring Change**

**Evaluation criteria.** How well each of the four approaches recovered true change was evaluated using three criteria—Pearson product-moment correlation coefficients, root mean square error (RMSE), and the average bias between true and estimated change values—for each of the nine different change conditions in each initial (T1) \( \theta \) level within each of the three different item discrimination conditions.

The Pearson product-moment correlation coefficient was computed as \( r_{d,d} \), where, \( d \) is the true change value (\( \theta_{2} - \theta_{1} \)) and \( \hat{d} \) is each of the observed change values (SDS, RCS, IRTDS, or AMCDS).

Root mean square error (RMSE) was computed by

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (d_j - \hat{d}_j)^2}, \]  

(14)

Since RMSE is an index that indicates error, values close to 0.0 indicate error-free estimates.

Average bias indicates whether estimation error is systematic and was computed as:
\[
\text{bias} = \frac{\sum_{j=1}^{N} (d_j - \hat{d}_j)}{N},
\]  

(15)

Positive bias indicates under-estimating the true change and a negative value reflects over-estimating change.

**Effect size.** Effect sizes were computed to identify influential condition(s) in the recovery of true change. They were obtained from a repeated measures ANOVA design for each of the three evaluative criteria to assist in the evaluation of the estimation procedures. The ANOVA was conducted with two between-subjects factors [item discrimination test conditions (LD, MD, and HD)] and three levels of \( T1 \theta \) (\( \theta_l \): Low, Medium, and High), and three within-subjects factors —approaches to measuring change (SDS, RCS, IRTDS, and AMCD5), three levels of magnitude of true change, and three levels of variability of true change—for each of the three evaluative criteria (Howell, 1992).

Effect size was calculated as
\[
\eta^2 = \frac{SS_{\text{Effect}}}{SS_{\text{total}}},
\]  

(16)

where, \( \eta^2 \) is the effect size,

- \( SS_{\text{Effect}} \) is the sum of square of each main effect or interaction,
- \( SS_{\text{total}} \) is the total sum of squares.

Because the distributions of \( r \), RMSE and bias were skewed, they were transformed as follows (Hays, 1988; Howell, 1992; Yoes, 1993):

\[
r'_z = \frac{1}{2} \cdot \ln \left( \frac{1 + r}{1 - r} \right),
\]

(17)

\[
\text{LMSE} = \log_{10} (\text{RMSE} + 1),
\]

(18)

\[
\text{LBIAS} = \log_{10} (\text{bias} + 1).
\]

(19)

**Results**

**Descriptive Statistics**

Figure 2 show the means and SDs of true \( \theta \), estimated \( \theta \), and NC scores for all change conditions and for all item discrimination conditions. The mean \( \hat{\theta}_{NC1} \) and \( \hat{\theta}_{NC2} \) values were smaller than the corresponding mean true \( T1 \theta \) (\( \theta_l \)) and \( T2 \theta \) (\( \theta_2 \)), respectively, for the low \( T1 \theta \) group (Figures 2a and 2b), while they were noticeably larger than the corresponding \( \theta_l \) and \( \theta_2 \) for the \( T1 \) high \( \theta \) group. This trend was pronounced for the MD and HD test condition. Since the CTs were targeted to the medium \( T1 \theta \) level, lower estimates at \( T1 \) reflect the fact that the CT was targeted to a level above this group, and higher estimates reflect the fact that the CT was targeted to a level below this group.
Figure 2
Means and SDs of True and Estimated Time 1 and Time 2 Scores for the LD, MD, and HD Conditions

a. Means, Time 1

b. Means, Time 2

c. SDs, Time 1

d. SDs, Time 2
The mean ML $\hat{\theta}_{c1}$ and $\hat{\theta}_{c2}$ reflected the corresponding true T1 $\theta$ and T2 $\theta$ values, respectively, for the LD test condition; however, they were noticeably smaller for the high T1 $\theta$ level of the HD test condition. The mean MAP and EAP $\hat{\theta}_{c1}$ and $\hat{\theta}_{c2}$ values were even lower than the ML $\hat{\theta}$s for the high T1 $\theta$ group and larger than the ML $\hat{\theta}$s for the low T1 $\theta$ group as the discrimination of the test items increased. In the process of obtaining the ML $\hat{\theta}$s, the perfect score cases were removed and the $N$ varied across test conditions, becoming smaller as the discrimination of the test items and T1 $\theta$ level increased.

The observed mean $\hat{\theta}_{A1}$ and $\hat{\theta}_{A2}$ reflected the corresponding true $\theta$ values ($\theta_1$, $\theta_2$) across all conditions. The SDs of $\hat{\theta}_{A1}$ and $\hat{\theta}_{A2}$ were also very similar across all conditions (Figures 2c and 2d).

**Correlations Between T1 and T2 $\hat{\theta}$s and $\theta$s**

Figure 3 shows the correlations between T1 and T2 $\hat{\theta}$s, and between the $\hat{\theta}$s and the $\theta$s. The correlations based on CTs were higher for the medium T1 $\theta$ group than for the low and high T1 $\theta$ group across all item discrimination test conditions, since the CT was targeted to the medium T1 $\theta$ group. The correlations based on CTs increased as the discrimination of the test items increased.

In comparing correlations between $\theta$ and the NC scores ($\theta_1$ and $NC_1$, $\theta_2$ and $NC_2$), between the true $\theta$ and the NC score transformed to the $\theta$ metric ($\theta_1$ and $\hat{\theta}_{NC1}$, $\theta_2$ and $\hat{\theta}_{NC2}$), and between the true and estimated $\theta$ ($\theta_1$ and $\hat{\theta}_{c1}$, $\theta_2$ and $\hat{\theta}_{c2}$), the correlations between $\theta_1$ and $\hat{\theta}_{NC1}$, and between $\theta_2$ and $\hat{\theta}_{NC2}$ were the lowest and the correlations between $\theta_1$ and $\hat{\theta}_{c1}$, and between $\theta_2$ and $\hat{\theta}_{c2}$ by MAP and EAP were the highest for low and medium T1 $\theta$ levels under all item discrimination test conditions. Under some conditions, the correlations between $\theta_1$ and $\hat{\theta}_{c1}$, and between $\theta_2$ and $\hat{\theta}_{c2}$ by ML, were larger than those between $\theta_1$ and $NC_1$, and between $\theta_2$ and $NC_2$, respectively; however, the differences in these correlation coefficients were not substantial.

Among the three correlations involving $\hat{\theta}_{c1}$ and $\hat{\theta}_{c2}$ by ML, MAP, and EAP based on CTs, the correlations involving the ML $\hat{\theta}$s were noticeably smaller than those by MAP and EAP for the MD and HD test conditions. The correlations by MAP and EAP were very similar to each other across all conditions.

The correlations involving the estimates from CAT ($\hat{\theta}_{A1}$ and $\hat{\theta}_{A2}$, $\theta_1$ and $\hat{\theta}_{A1}$, and $\theta_2$ and $\hat{\theta}_{A2}$) were the highest among the approaches examined and increased as the discrimination of test items increased. Furthermore, unlike the correlation results from CTs, those from adaptive testing were similar across the true T1 $\theta$ levels.
Figure 3
Correlations Between T1 and T2 $\hat{\theta}$s, and Between $\theta$ and T1 and T2 $\hat{\theta}$s

a. LD Condition

b. MD Condition

c. HD Condition
Change Scores

Means and SDs. Figure 4 shows the means and SDs of change scores. The mean AMCDS values reflected the average true change values across all conditions (Figure 4a). The SDs of AMCDS were, in general, smaller than those from CTs (SDS, RCS, IRTDS) for most T1 \( \theta \) levels and for all item discrimination test conditions (Figure 4b). Furthermore, Figure 4b also shows that the SDs of AMCDS decreased as the discrimination of test items increased; however, they were still noticeably larger than those of true change.

Figure 4
Means and SDs of Change Scores for LD, MD, HD Conditions

The mean change scores from CTs (SDS, RCS, IRTDS) were somewhat different. For the LD test condition, the SDS and ML IRTDS reflected the average true change values, in general. However, the MAP and EAP IRTDS reflected less than the average true change values for all T1 \( \theta \) levels. For the MD and HD condition, the SDS reflected more than the average true change for low and high T1 \( \theta \) levels (Figure 4a). All three IRTDS results (for ML, MAP, and EAP)
reflected less than the average true change values for high T1 $\theta$ under the MD and HD condition. The ML IRTDS values reflected the average true change values for the low and medium T1 $\theta$ level; however, those by MAP and EAP reflected the average true change values for the medium T1 $\theta$ level, but less than the average true values for the high T1 $\theta$ level.

The SDs of the observed change scores were substantially larger than the corresponding SDs of the true change scores (Figure 4b). The SDs of the SDS values were the largest and those of the AMCDS were, in general, the smallest among all the observed change scores across all conditions. The SDs of the SDS values and ML IRTDS results were noticeably smaller for the medium T1 $\theta$ level than for the low and high T1 $\theta$ levels. Those of MAP and EAP IRTDS and AMCDS were relatively similar across T1 $\theta$ levels. The SDs of all observed change scores decreased, in general, as the discrimination of test items increased.

In general, the change scores based on CTs reflected the average true change values for the medium T1 $\theta$ level, but reflected more or less than the average true values for the low and high T1 $\theta$ levels. In comparing the observed change scores, it can be concluded that the AMC best reflected the average true change values and resulted in the smallest SDs across all conditions examined in this study.

**Correlations between observed change score scores and true and estimated $\theta$ at T1.** The correlations between the observed change scores and the true T1 $\theta$, and the observed change scores and the T1 $\hat{\theta}$ are presented in Figure 5. The average correlations between most of the observed change scores based on CTs (SDS, IRTDS by ML, MAP and EAP) and the true $\theta$ at T1 ($\theta_1$) were near 0.0 for the LD test condition (Figure 5a). For the MD and HD test condition, they were noticeably larger than 0.0 in either the positive or negative direction. AMC was the only method for measuring individual change for which estimated change scores were correlated 0.0 with true initial $\theta$ across all conditions.

The mean correlations between most of the observed change scores (SDS, IRTDS, and AMCDS) and the estimated $\theta$ at T1 ($\hat{\theta}_{NC1}$, $\hat{\theta}_{C1}$, and $\hat{\theta}_{AI1}$) were substantially smaller than 0.0 across all conditions (Figure 5b).

The average correlations between the AMCDS and the estimated $\theta$ at T1 ($\hat{\theta}_{AI}$) were the smallest, in general, among the observed change scores examined, and increased in the negative direction as the discrimination of test items increased. In addition, the SDs of AMCDS were similar to each other across T1 $\theta$ levels in each of the three different item discrimination test conditions.

The average correlations between RCS and the estimated $\theta$ at T1 ($\hat{\theta}_{NC1}$) were exactly 0.0, as expected, and those between RCS and the true $\theta$ at T1 ($\theta_1$) were substantially greater than 0.0 across all conditions, ranging from .117 to .688. Since RCS was not correlated with the estimated $\theta$ at T1 they can be appropriate for studying correlates of change, but not for evaluation of individual change.

**Recovery of True Change**

**Pearson correlations.** The Pearson product-moment correlations as the index for recovery of true change by the observed change scores are provided in Figure 6. AMCDS had consistently
highest correlations of true change with estimated change across all conditions (Figure 6). The results of the repeated-measures ANOVA [sum of squares (SS) and $\eta^2$] calculated for the transformed $r$ coefficients are presented in Table 1. The largest effect size for the transformed $r$ coefficients was due to the variability of true change, which accounted for 45% of the total variance in the recovery of true change. The average $r$ values for low, medium, and high levels of variability of true change, across all item discrimination test conditions, T1 $\theta$ levels, magnitudes of true change, approaches to measuring change, were .020, .097, and .185, respectively. These results show that as the true change was more variable, the more likely it was to be recovered by the observed change scores.

The effect having the second largest effect size for the transformed $r$ coefficients was due to the approach to measuring change, which accounted for 11% of the total variance in the recovery of true change. The average $r$ values for the SDS, RCS, IRTDS by ML, IRTDS by MAP, IRTDS by EAP, and AMCDS across all other conditions were .068, .090, .097, .095, .094 and .159, respectively, indicating that the AMCDS best recovered true change among all the observed change scores examined, followed by IRTDS, RCS, and SDS.
Table 1
Sum of Squares (SS) and $\eta^2$ From the Repeated Measures ANOVA for the Recovery of True Change,

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>$r$</th>
<th>$\eta^2$</th>
<th>$\text{RMSE}$</th>
<th>$\eta^2$</th>
<th>$\text{Bias}$</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SS</td>
<td>$\eta^2$</td>
<td>SS</td>
<td>$\eta^2$</td>
<td>SS</td>
<td>$\eta^2$</td>
</tr>
<tr>
<td>Between Subjects Effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of $\theta$ at Time 1 (A)</td>
<td>0.256</td>
<td>0.071</td>
<td>0.246</td>
<td>0.064</td>
<td>0.028</td>
<td>0.002</td>
</tr>
<tr>
<td>Test Condition (B)</td>
<td>0.077</td>
<td>0.021</td>
<td>0.017</td>
<td>0.004</td>
<td>0.346</td>
<td>0.027</td>
</tr>
<tr>
<td>AB</td>
<td>0.043</td>
<td>0.012</td>
<td>0.052</td>
<td>0.014</td>
<td>0.133</td>
<td>0.010</td>
</tr>
<tr>
<td>Within Subjects Effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach to Measuring Change (C)</td>
<td>0.403</td>
<td>0.112</td>
<td>2.587</td>
<td>0.674</td>
<td>8.321</td>
<td>0.656</td>
</tr>
<tr>
<td>AC</td>
<td>0.097</td>
<td>0.027</td>
<td>0.178</td>
<td>0.046</td>
<td>0.705</td>
<td>0.056</td>
</tr>
<tr>
<td>BC</td>
<td>0.149</td>
<td>0.041</td>
<td>0.226</td>
<td>0.059</td>
<td>1.033</td>
<td>0.081</td>
</tr>
<tr>
<td>ABC</td>
<td>0.015</td>
<td>0.004</td>
<td>0.048</td>
<td>0.013</td>
<td>0.560</td>
<td>0.044</td>
</tr>
<tr>
<td>Magnitude of True Change (D)</td>
<td>0.005</td>
<td>0.001</td>
<td>0.171</td>
<td>0.045</td>
<td>0.104</td>
<td>0.008</td>
</tr>
<tr>
<td>AD</td>
<td>0.092</td>
<td>0.026</td>
<td>0.034</td>
<td>0.009</td>
<td>0.010</td>
<td>0.001</td>
</tr>
<tr>
<td>BD</td>
<td>0.012</td>
<td>0.003</td>
<td>0.002</td>
<td>0.001</td>
<td>0.055</td>
<td>0.004</td>
</tr>
<tr>
<td>ABD</td>
<td>0.048</td>
<td>0.013</td>
<td>0.013</td>
<td>0.003</td>
<td>0.025</td>
<td>0.002</td>
</tr>
<tr>
<td>Variability of True Change (E)</td>
<td>1.629</td>
<td>0.451</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>AE</td>
<td>0.065</td>
<td>0.018</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>BE</td>
<td>0.035</td>
<td>0.010</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ABE</td>
<td>0.027</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CD</td>
<td>0.014</td>
<td>0.004</td>
<td>0.157</td>
<td>0.041</td>
<td>0.953</td>
<td>0.075</td>
</tr>
<tr>
<td>ACD</td>
<td>0.033</td>
<td>0.009</td>
<td>0.065</td>
<td>0.017</td>
<td>0.120</td>
<td>0.009</td>
</tr>
<tr>
<td>BCD</td>
<td>0.008</td>
<td>0.002</td>
<td>0.011</td>
<td>0.003</td>
<td>0.070</td>
<td>0.014</td>
</tr>
<tr>
<td>ABCD</td>
<td>0.019</td>
<td>0.005</td>
<td>0.022</td>
<td>0.006</td>
<td>0.102</td>
<td>0.008</td>
</tr>
<tr>
<td>CE</td>
<td>0.203</td>
<td>0.056</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ACE</td>
<td>0.023</td>
<td>0.006</td>
<td>0.001</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>BCE</td>
<td>0.059</td>
<td>0.016</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ABCE</td>
<td>0.029</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>DE</td>
<td>0.005</td>
<td>0.001</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ADE</td>
<td>0.070</td>
<td>0.019</td>
<td>0.001</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>BDD</td>
<td>0.013</td>
<td>0.003</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>ABDE</td>
<td>0.072</td>
<td>0.020</td>
<td>0.001</td>
<td>0.000</td>
<td>0.003</td>
<td>0.000</td>
</tr>
<tr>
<td>CDE</td>
<td>0.010</td>
<td>0.003</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>ACDE</td>
<td>0.036</td>
<td>0.010</td>
<td>0.001</td>
<td>0.000</td>
<td>0.036</td>
<td>0.003</td>
</tr>
<tr>
<td>BCDE</td>
<td>0.009</td>
<td>0.003</td>
<td>0.001</td>
<td>0.000</td>
<td>0.005</td>
<td>0.000</td>
</tr>
<tr>
<td>ABCDE</td>
<td>0.053</td>
<td>0.015</td>
<td>0.003</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Total</td>
<td>3.609</td>
<td>3.837</td>
<td>12.693</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Although Figure 6 shows that the AMCDS consistently had higher correlations of estimated change with true change, the correlations were not high, ranging from about .10 to .24 for AMCDS. These correlations, however, were affected by restriction of the range of true change within each of the $\theta$ conditions. Table 2 displays correlations in the recovery of change for each method of change combined across all nine combinations of $\theta$ levels and variability of true change. As the table shows, correlations for the AMCDS ranged from .637 for the LD condition to .878 for the HD condition. Within each of the item discrimination conditions, AMCDS had the highest correlations. An interesting comparison is between the SDS and the IRTDSs. These results show that simply scoring the same item responses from CTs using IRT $\theta$ estimation methods improves the recovery of true change, with ML on average showing the most improvement of the three $\theta$ estimation methods.

### Table 2

<table>
<thead>
<tr>
<th>Item Discrimination</th>
<th>SDS</th>
<th>RCS</th>
<th>ML</th>
<th>MAP</th>
<th>EAP</th>
<th>AMCDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LD</td>
<td>.449</td>
<td>.014</td>
<td>.482</td>
<td>.501</td>
<td>.500</td>
<td>.637</td>
</tr>
<tr>
<td>MD</td>
<td>.450</td>
<td>.011</td>
<td>.589</td>
<td>.585</td>
<td>.587</td>
<td>.797</td>
</tr>
<tr>
<td>HD</td>
<td>.404</td>
<td>.009</td>
<td>.630</td>
<td>.570</td>
<td>.578</td>
<td>.877</td>
</tr>
</tbody>
</table>

Root mean squared error. The RMSE values obtained for recovery of true change by the observed change scores are shown in Figure 7. AMCDS had consistently lowest RMSE of true change with estimated change across all conditions. The results of the repeated-measures ANOVA for the transformed RMSE values (LMSE, Equation 18) are also presented in Table 1. The ANOVA indicated that the largest effect size for the transformed RMSE values was due to
the approach to measuring change, which accounted for 67% of the total variance in the recovery of true change. The mean RMSE values for the SDS, RCS, IRTDS by ML, IRTDS by MAP, IRTDS by EAP, and AMCDS, across the item discrimination test conditions, T1 $\theta$ levels, magnitudes of true change, and variabilities of true change, were 0.989, 1.273, 0.602, 0.501, 0.503, and 0.346, respectively. These results indicate that the AMCDS resulted in the lowest RMSE values, and was the approach to measuring change that best recovered true change among all the observed change scores examined, followed by IRTDS, SDS, and RCS.

**Figure 7**

Recovery of True Change as Indexed by RMSE

---

**Average bias.** The average bias values as the index for recovery of true change by the observed change scores are shown in Figure 8. AMCDS was the only method to have essentially zero bias between estimated and true change across all conditions. The results of the repeated-measures ANOVA for the transformed bias values are presented in Table 1. The largest effect size for average bias was due to the approach to measuring change, which accounted for 66% of the total variance in the recovery of true change. The average bias values for the SDS, RCS, IRTDS by ML, IRTDS by MAP, IRTDS by EAP, and AMCDS across all item discrimination test conditions, T1 $\theta$ levels, magnitudes of true change, and variabilities of true change, were $-0.232$, $1.001$, $0.008$, $0.248$, $0.203$ and $-0.005$, respectively, indicating that the AMCDS recovered true change among all the observed change scores examined with virtually no bias. Among the observed change scores based on CTs, IRTDS was the approach to measuring change that best recovered true change, followed by SDS, and RCS.

**Occurrence of significant change with AMC.** In AMC, significant change was defined as non-overlapping SE bands at two measurement occasions. Figure 9 presents the mean number of cases in which significant change was observed and the mean number of items administered before the significant change occurred. As the discrimination of test items increased, the mean number of cases of significant change dramatically increased, from 161 (out of 500) for the LD test condition to 392 cases for the HD test condition (Figure 9a), and the mean number of items administered decreased from 17 items for the LD condition to 11 items for the HD test condition (Figure 9b). Under the HD test condition, when the magnitude of true change was high ($\theta = 1.5$), significant change occurred after administration of an average of only 6 items. The maximum mean number of items administered was 21.34 for the LL change condition with T1 $\theta$ level under the LD test condition, which was much less than the 50 items used in the CTs.
Figure 8
Recovery of True Change as Indexed by Bias

Figure 9
Identification of Significant Change by AMC

a. Mean Number of Cases With Significant Change

b. Mean Number of Items Required to Identify Significant Change
AMC SEs. The mean SE$_1$ and overall mean SE$_2$ reflect the mean standard error values after administration of 50 items, while the mean SE$_2$ for change cases was obtained for the cases in which significant change occurred. As Table 3 shows, the mean SE$_1$ and overall mean SE$_2$ were almost identical; however, the SE$_2$ for significant cases were noticeably larger than the overall SE$_2$, as expected. The maximum mean number of items administered for the change cases identified by AMC was only 21.34, which was substantially less than 50 items. Consequently, the resulting SE$_2$ for significant cases would be larger than the overall SE$_2$. 
<table>
<thead>
<tr>
<th>Level of $\theta$ at Time 1 and Change Condition</th>
<th>LD Mean $SE_1$ Overall</th>
<th>Change Cases $SE_2$</th>
<th>MD Mean $SE_1$ Overall</th>
<th>Change Cases $SE_2$</th>
<th>HD Mean $SE_1$ Overall</th>
<th>Change Cases $SE_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low $\theta$: LL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM</td>
<td>0.361</td>
<td>0.353</td>
<td>0.594</td>
<td>0.222</td>
<td>0.215</td>
<td>0.409</td>
</tr>
<tr>
<td>LH</td>
<td>0.361</td>
<td>0.353</td>
<td>0.589</td>
<td>0.222</td>
<td>0.214</td>
<td>0.410</td>
</tr>
<tr>
<td>ML</td>
<td>0.361</td>
<td>0.346</td>
<td>0.573</td>
<td>0.222</td>
<td>0.209</td>
<td>0.420</td>
</tr>
<tr>
<td>MM</td>
<td>0.361</td>
<td>0.347</td>
<td>0.552</td>
<td>0.222</td>
<td>0.210</td>
<td>0.422</td>
</tr>
<tr>
<td>MH</td>
<td>0.361</td>
<td>0.347</td>
<td>0.586</td>
<td>0.222</td>
<td>0.210</td>
<td>0.423</td>
</tr>
<tr>
<td>HL</td>
<td>0.361</td>
<td>0.345</td>
<td>0.575</td>
<td>0.222</td>
<td>0.208</td>
<td>0.502</td>
</tr>
<tr>
<td>HM</td>
<td>0.361</td>
<td>0.345</td>
<td>0.561</td>
<td>0.222</td>
<td>0.208</td>
<td>0.506</td>
</tr>
<tr>
<td>HH</td>
<td>0.361</td>
<td>0.347</td>
<td>0.567</td>
<td>0.222</td>
<td>0.208</td>
<td>0.506</td>
</tr>
<tr>
<td><strong>Medium $\theta$: LL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM</td>
<td>0.346</td>
<td>0.349</td>
<td>0.535</td>
<td>0.209</td>
<td>0.206</td>
<td>0.457</td>
</tr>
<tr>
<td>LH</td>
<td>0.346</td>
<td>0.348</td>
<td>0.518</td>
<td>0.209</td>
<td>0.206</td>
<td>0.451</td>
</tr>
<tr>
<td>ML</td>
<td>0.346</td>
<td>0.352</td>
<td>0.535</td>
<td>0.209</td>
<td>0.208</td>
<td>0.440</td>
</tr>
<tr>
<td>MM</td>
<td>0.346</td>
<td>0.353</td>
<td>0.528</td>
<td>0.209</td>
<td>0.208</td>
<td>0.436</td>
</tr>
<tr>
<td>MH</td>
<td>0.346</td>
<td>0.352</td>
<td>0.539</td>
<td>0.209</td>
<td>0.208</td>
<td>0.443</td>
</tr>
<tr>
<td>HL</td>
<td>0.346</td>
<td>0.359</td>
<td>0.530</td>
<td>0.209</td>
<td>0.214</td>
<td>0.513</td>
</tr>
<tr>
<td>HM</td>
<td>0.346</td>
<td>0.358</td>
<td>0.532</td>
<td>0.209</td>
<td>0.213</td>
<td>0.509</td>
</tr>
<tr>
<td>HH</td>
<td>0.346</td>
<td>0.358</td>
<td>0.519</td>
<td>0.209</td>
<td>0.214</td>
<td>0.511</td>
</tr>
<tr>
<td><strong>High $\theta$: LL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM</td>
<td>0.359</td>
<td>0.367</td>
<td>0.596</td>
<td>0.213</td>
<td>0.219</td>
<td>0.408</td>
</tr>
<tr>
<td>LH</td>
<td>0.359</td>
<td>0.366</td>
<td>0.485</td>
<td>0.213</td>
<td>0.219</td>
<td>0.407</td>
</tr>
<tr>
<td>ML</td>
<td>0.359</td>
<td>0.366</td>
<td>0.499</td>
<td>0.213</td>
<td>0.220</td>
<td>0.415</td>
</tr>
<tr>
<td>MM</td>
<td>0.359</td>
<td>0.374</td>
<td>0.502</td>
<td>0.213</td>
<td>0.226</td>
<td>0.424</td>
</tr>
<tr>
<td>MH</td>
<td>0.359</td>
<td>0.374</td>
<td>0.481</td>
<td>0.213</td>
<td>0.226</td>
<td>0.429</td>
</tr>
<tr>
<td>HL</td>
<td>0.359</td>
<td>0.385</td>
<td>0.519</td>
<td>0.213</td>
<td>0.233</td>
<td>0.511</td>
</tr>
<tr>
<td>HM</td>
<td>0.359</td>
<td>0.385</td>
<td>0.511</td>
<td>0.213</td>
<td>0.233</td>
<td>0.507</td>
</tr>
<tr>
<td>HH</td>
<td>0.359</td>
<td>0.385</td>
<td>0.503</td>
<td>0.213</td>
<td>0.235</td>
<td>0.512</td>
</tr>
</tbody>
</table>
Discussion and Conclusions

The CTs estimated individual change reasonably well when the test was highly discriminating and when the test matched the targeted $\theta$ level (i.e., matched the test difficulty) at Time 1, but measured change poorly when the test difficulty and $\theta$ were not matched. The standard deviations for the change scores based on CTs were smaller and the correlations between the true and estimated values were higher in the medium $\theta$ condition than in either low or high $\theta$ conditions. This tendency became more pronounced as the discrimination of the test items increased, indicating that increasing item discrimination on the CTs improved the recovery of true change. However, the results indicate that the conventional tests used to measure change were heavily affected by the range of $\theta$ to which the test was targeted and by the item discrimination level of the test.

Among the three conventional approaches to measuring change, the IRTDS generally showed the best recovery of true change, followed by the SDS and the RCS. Among the three IRTDS obtained by the three different estimation methods of estimating $\theta$ (ML, MAP and EAP), the ML IRTDS provided the best results for the medium $T1 \theta$ group, to which the test was targeted. For the medium $T1 \theta$ group, the ML IRTDS reflected the average true change better than the MAP or EAP IRTDS, and the correlations between true $\theta$ at T1 and the ML ITRDS were closer to 0.0 than those by MAP and EAP. The correlations of true $\theta$ and ML estimated $\theta$ at Time 1 and Time 2 were similar to those by MAP and EAP. Beyond the targeted range, the IRTDS was not able to adequately measure change using any of the three $\theta$ estimation methods.

None of the approaches to measuring individual change based on the CTs recovered true change better than the AMC. Unlike the CT approaches, which functioned differently at different levels of $\theta$, AMC measured individual change equally well for the middle range of $\theta$ as well as for the high and low Time 1 $\theta$. The AMCDS values reflected the average true change values, and the standard deviations for the AMCDS were smaller than any of the CT measures for all levels of $\theta$ and for all three test conditions of item discrimination. Similar standard deviations for the AMCDS were found across all $\theta$ levels within each item discrimination condition, and standard deviations for the AMCDS became smaller as the item discrimination increased, indicating that higher discriminating items in the AMC produced more precise estimates of individual true change. The standard error values for the $\theta$ estimates at Time 1 and 2 were similar across all $\theta$ levels within each test condition of item discrimination and had a tendency to decrease as the item discrimination increased (Table 3).

The ANOVA results indicated that approach to measuring change was the only factor, among the main effects and interactions, that had a strong impact on the recovery of change, accounting for 11%, 67%, and 66% of the total variance by $r$, RMSE, and bias, respectively. The lowest values of RMSE and bias were obtained for the AMCDS, among the approaches examined. Furthermore, the correlations of the true change score and the estimated change score were highest for the AMCDS. These results indicate that estimates of change scores across conditions were closer to the true change scores for the CAT than for any of the conventional tests examined.

Although the adaptive test was designed to have equal length to that of the conventional tests, additional analysis for the occurrence of significant change demonstrated good Time 2 efficiency for AMC. AMC detected significant change—defined by non-overlapping confidence intervals for the two CAT $\theta$ estimates—after only 6 to 21 items were administered at Time 2 (versus 50
items for the conventional test). As the test became more discriminating and the mean magnitude of true change was high ($\theta = 1.5$), significant change was detected with an average of only six items.

In addition to providing good Time 2 efficiency, the results support the notion that the AMC provides equal precision for individuals at all levels of the trait being measured across Time 1 and Time 2. The standard error values reported in this study could provide useful information for determining a pre-set SE value as a termination criterion for use in administering adaptive tests to measure change.

The results also provide additional information for designing and implementing adaptive measures of individual change. First, high item discrimination is an important condition when designing an item bank for the AMC, because an item bank with highly discriminating items provided the most precise estimates of individual change. Second, similar standard deviations and measurements of equal precision for simulees were observed for AMC across T1 $\theta$ levels within each of the three different item discrimination conditions, indicating that change measurement using AMC would not be affected by Time 1 $\theta$ level under each item bank examined. Third, as expected, the magnitude of change is an influential condition in the detection of significant change using AMC. As the magnitude of change became higher, the more cases of significant change occurred within each test condition of item discrimination. Fourth, two different entry levels were compared, with the other CAT components being equal during the administration of the AMC. The use of average $\theta$ ($\theta = 0.0$) at Time 1 as the starting value and the variable entry at Time 2 (using the final ML $\theta$ estimate at Time 1), reported similar results in terms of their correlations between the true and observed AMC score (Figure 3) and their standard error values (Table 3). The use of average $\theta$ as a starting value at Time 1 would be a reasonable choice unless prior information is available. However, the use of the maximum likelihood estimate of $\theta$ obtained at Time 1 as the entry level at Time 2 played a role to make CAT more efficient by reducing the number of items administered in AMC under the high discrimination test condition. Finally, the maximum number of items (50 items) criterion was used as the termination criterion during the administration of AMC at both measurement occasions to enable direct comparisons of results from CTs and the AMC. However, using non-overlapping SE bands as a termination criterion to detect significant change, the average number of items administered was at most 21, which was much less than 50 items. This result supported the use of non-overlapping SE bands as a termination criterion in measuring individual change, but additional research on other termination criteria for the AMC is needed.

The results of this study indicate that AMC is a viable and effective method for measuring individual change. It performed best for all criteria examined in this study. In addition, AMC is efficient—it can dramatically reduce the number of items necessary to measure individual change. AMC demonstrated substantial advantages over conventional testing approaches for measuring individual change, in terms of the recovery of true change under the conditions examined. The conditions delineated in this study were restricted to measuring individual change at two points in time. In addition, the item banks and testing procedures were designed to fairly evaluate the performance of conventional tests for measuring change, thus the banks were not necessarily ideal for an adaptive testing environment (e.g., the peaked-rectangular item banks) and termination at 50 items might be suboptimal for CATs.

More extensive research on AMC is indicated. For example, what are the optimal conditions
for measuring individual change with AMC when examining change over more than two points in time? What kind of item bank is required to accurately measure change at multiple occasions? If significant change has not occurred between measurement occasions, what additional termination criteria might be appropriate for multiple occasions of measurement? Since infinitely large item banks are not possible, especially in a classroom application, results from future research could provide useful information for making instructional decisions more appropriate at the individual level and might lead to a coherent integration between teaching and testing.
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